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Problem: indeterminacy of the quantum mechanics. Even if you know
everything that theory (i.e. quantum mechanics ) has to tell you about the
particle (i.e. wave function), you can not predict with certainty where this
particle is going to be found by the experiment.

Quantum mechanics provides statistical information about possible results.

| 41>
Example: particle is likely to be
found in the vicinity of A and is
unlikely to be found in the vicinity
of B.
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Now, suppose we make a measurement and find particle at C.
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Question: where was the particle just before the measurement ?

Answer # 1. Realist position.

It was at C. That means quantum mechanics is incomplete theory. Why?

Well, the particle was at C, but quantum mechanics could not predict it.
Therefore, Y does not give the whole story and we need additional information
(hidden variables) to provide a complete description of the particle.

Answer #2. The orthodox position.
The particle was not really anywhere. It was an act of measurement that

forced particle to "take a stand". We still have no idea why it "decided" on point C.
Note: there is something very strange about concept of measurement.

Answer #3. The agnostic position.

Refuse to answer. Since the only way to know if you were right is to make a
measurement, you no longer get "before the measurement". Therefore,
it can not be tested.

In 1964, Bell shown that it makes an observable difference if the particle
has a precise (but unknown) position before measurement, which rules out
answer #3.

What if we make a second measurement after the first?

Repeated measurement returns the same value.
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The first measurement alters the wave function and it collapses to a spike at C.
After that, it will start evolving according to Schrédinger equation.

> 2 "particle must be
Note: g | ¢ (x,4)) chc = A somewhere".
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N is the age of
person in the room.
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2. Most probable age? 25

3. What is the median age?

23

4. Average (or mean) age?
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In quantum mechanics, the average is usually quantity of interest; in this context it is
called expectation value.

5. What is the average of the squares of ages?
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In general, the average value of some function of j is given by
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Variance of the distribution
= f(y)
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These two histograms have the same median, average, and the same most probable

value, but different standard deviations.

@ : standard deviation, measure of the spread about<J> :| @ = \[4317 = ¢[)77'
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The probability that x lies between a and b (a finite interval) is:
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EXAMPLE #2

Suppose I drop a rock of a cliff of height h. As it falls, I snap a million photographs, at
random intervals. On each picture, I measure the distance the rock has fallen.
Question: what is the average of all distances?
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